1. Introduction

PON allow the distribution of optical fiber to multiple users without the requirement of using active devices that need external power sources. A PON makes use of one wavelength for downstream and one for upstream to distribute different services [1]. Due to the existing bandwidth demands and the forecasted for future years, deployment of PON has been increasing in the last decade. A way to foresee what type of technology will be used or implemented in the future relies on making an analysis of the demanded services supported by that technology or the demand of the technology itself. In this context, both fixed and mobile traffic are important for a study on PON.

A feasible source of service demand statistics related to PON networks is provided by the Cisco forecast traffic analysis [2, 3]. Cisco forecast data presents information of fixed Internet, managed IP and mobile data, showing not only a growing behavior but an exponential growth of IP traffic for fixed Internet and mobile data from 2014 to 2019. By fixed Internet is meant any IP connection from homes, campus, companies, premises and government. Managed IP is related to data traffic from corporative networks, IP...
television and on demand video. Mobile data covers all the data traffic from smartphones, tablets and Machine-to-Machine (M2M) devices. Doing a more technical reference, the average IP traffic in 2014 was 60 exabytes per month and is expected to reach 168 exabytes per month by 2019 and 474 terabytes per second in a global scale [2]. Some factors that influenced this forecast are the deployment and adoption of Fiber-to-the-Home (FTTH) and High-speed Digital Subscriber Line (HDSL), cable broadband adoption and overall broadband penetration. Thanks to the growing number of mobile devices, mobile technology represents a high percentage of the total traffic generated, but is FTTH the technology that presents the highest percentage of traffic generated, considering it takes the optical fiber directly to end users to distribute triple-play services (television, voice and data). As the network traffic continues to grow, it is reasonable to think about implementing access networks with more capabilities and higher bandwidth to support the future traffic demands. WDM-TDM PON networks are a possible solution to manage big amounts of traffic in the access segment while provides a unified platform for the combined transport of wireless and fixed services. Such hybrid architecture might emerge as a viable access solution where the optical network provides flexible high capacity backhaul to mobile end users [4-6].

In this scenario, two important aspects have to be considered: the increment of network capacity that the network has to undergo in order to transport higher bandwidths from both mobile and fixed users, and the flexibility in order to allocate the wavelength channels according to the demand. This feature allows better resource utilization of the network by enabling load balancing and resilience characteristics [7]. This paper describes the proposal, experimentally demonstrates a WDM-TDM PON system featuring the above-mentioned requirements, namely: increment of capacity and dynamic converged wired and wireless transport, and determines the impact of such features in the global network performance by means of simulations.

2. Materials and methods

The physical topology of an optical access network in the downstream link is Point to Multipoint (P2MP) and uses passive power splitters for distributing content to multiple users. Regardless the multiplexing technique used, Figure 1 represents a PON basic topology. PON systems consist of an Optical Line Termination (OLT), which is also known as optical line terminal. Some of the most important functions of the OLT are the traffic scheduling, bandwidth allocation and buffering control [8]. The Optical Distribution Network (ODN) based on splitters is responsible for distributing the signal generated by the service provider; this signal will be delivered to the multiple users. Finally, an Optical Network Unit (ONU) transforms the received optical signals into electrical signals that will be sent to the end user devices, e.g. phone, desktops or setup box.

In a PON architecture, the information transmitted from the OLT is considered as a broadcast signal. The signal reaches all the ONUs after the power splitting process; this is the reason why PON standards describe security mechanisms to ensure that users are allowed to access only the data intended for them. Nowadays, the most deployed PON standard is based on the Gigabit capable PON (G-PON) framework, which is known as G-PON Service Requirements (GSR) and summarizes the operational characteristics that service providers expect from the network [9]. In the context of the standard, G-PON specifies access data rates of 1.244 Gb/s and 2.488 Gb/s in the downstream whereas the data rates in the upstream include 155 Mb/s, 622 Mb/s, 1.244 Gb/s and 2.5 Gb/s. As far as the wavelength channels are concerned, the downstream is transported in optical channels from 1480 nm to 1550 nm and the upstream from 1260 nm to 1360 nm.

Taking as a baseline this static architecture, our approach proposes an upgrade at both OLT and ONU. The proposal for a WDM-TDM PON network featuring capacity upgrade and supporting both dynamic wavelength allocation and convergent transport of fixed and mobile services is shown in Figure 2. The architecture allows the broadcast of multiplexed wavelengths (WDM) from the OLT to the ONU belonging to the same PON. The wavelength assigned to a given PON can be changed over time, if its capacity does not suffice the current demand (TDM). The key feature of the approach is the ability to dynamically manage wavelength channels for both fixed and wireless services.

In particular, for each wavelength channel assigned to fixed services $\lambda_1$, another wavelength channel can be allocated for wireless services $\lambda_2$. In addition, an extra wavelength $\lambda_{\text{extra}}$ can be assigned to a single PON. Another key aspect of the approach is based on the fact that unlike the proposal described in [10], our system reuses the current PON deployment, i.e. there is no need for upgrades of the physical infrastructure (fiber and splitters) installed in the network. This feature allows a seamless way to evolution over the years.

The combination of a passive matrix and a multiplexer based on an Arrayed Waveguide Grating (AWG) in the OLT allows the even distribution of the wavelengths channels between several PON. An optical switch placed between
the wavelength feeders and the multiplexer provides a mechanism to assign optical channels for both capacity upgrade and converged transport purposes. After fiber transmission and a 1:64 splitting ratio, the downstream signal reaches the ONU where an optical coupler splits it in two in order to recover the wireless and wired wavelengths. For the wireless traffic a tunable Fiber Bragg Grating (FBG) filters out from the downstream the signals (λ₁'), whereas for the wired data, a tunable free spaced Fourier Optics based Optical Filter (FSFO) selects one of the possible wavelengths (λx). In both cases, the wavelength allocation is dynamic as each ONU can be assigned with different wavelength channels. Note that for a multichannel operation a set of FBG should be used in order to extract the wireless services transported in different wavelengths.

In the upstream, a single wavelength is shared between the users in a PON, and convergent traffic is transported using Radio over Fiber (RoF) techniques where wireless and wired signals are electrically multiplexed and optically modulated [11, 12]. Direct modulation and Time Division Multiplex Access (TDMA) are considered for the uplink. After fiber transmission the signal reaches the OLT where an FBG removes one of the sidebands of the upstream signal in order to avoid carrier suppression effects, then, Down Conversion (DC) of the wireless signal and direct detection of both wired and wireless signals is performed.

2.1. Implementation details

Four wavelengths (λ₁=1546.64 nm, λ₂= 1547.44 nm, λ₃=1548.24 nm and λ₄=1549.04) spaced 0.8 nm and emitted at 5 dBm were used in the experimental demonstration. The extra wavelength λExtra is centered at 1549.86 nm and λRF (λ₁') is 1553.08 nm, which correspond to the next upper Free Spectral Range (FSR) of the 1X8 AWG. The four multiplexed wavelength channels for wired services convey two channels of 10 Gb/s traffic Non Return to Zero (NRZ) encoded and the wavelength for the transport of wireless services conveys two channels of 10 MBauds Quadrature Phase Shift Keying (QPSK) modulated onto 2310 MHz and 2320 MHz respectively. For the uplink, all the ONUs share the same wavelength centered at 1532.7 nm that conveys 2.5 Gb/s combined with and two subcarriers (SCM) with 5 MBauds QPSK modulated onto 1950 MHz and 1960 MHz respectively. FBG filters featuring a bandwidth of 20 GHz were used to separate the wavelength channel that transports the wireless data (λ₁'). While a stretching mechanism enabled FBG tunability to λRF, thermal control was used to assure stable operation on this wavelength. For demonstration purposes, the fixed channels were recovered by using a bulk tunable (FSFO) filter with a band-pass of 25 GHz.

After 20 km of optical transmission through Standard Monomode Fiber (SMF) and a 1:64 splitting ratio, the measured losses were close to 25 dB. The budget was 33
dB based on the transmission power of 5 dBm and the typical PON class B+ reception sensitivity of -28 dBm.

3. Results and discussion

3.1. Experimental results

Figure 3 depicts a scenario demonstrating the operation and feasibility of the proposed architecture. The scenario shows the wavelength channel selection in ONUs belonging to different PONs. In particular, the wavelength allocation in ONU 1 at three different PONs is shown. PON 1 has been assigned with $\lambda_3$, PON 2 with $\lambda_4$ and PON 3 with $\lambda_1$. $\lambda_{RF}$ is allocated to all the ONUs in the three PONs. Note that this assignment is dynamically allocated, which means that depending on the bandwidth demand the assigned wavelength to a given ONU can be changed.

The signal degradation for the downlink and uplink was measured for wired and wireless services. For the experimental evaluation, the signal quality in ONU 1 at three different PONs were performed under a dynamic wavelength allocation environment following the scenario described above.

Figure 4 shows the quality of the downstream signal. In particular, Figure 4(a) shows the Bit Error Rate (BER) performance of the examined wired services showing in all cases a penalty of approximately 2 dB for $1 \times 10^{-12}$ BER compared to the back-to-back curve. Note that the BER floor is found for received powers higher than -6 dBm and no noticeable differences are found in the BER curves measured at different ONUs. We paid particular attention to the performance offered to the transmission of wireless services. For a total optical budget of 33 dB, the Error Vector Magnitude (EVM) was measured as a function of the received power for the two wireless channels transported. The EVM is a measure of the difference between the transmitted symbols and the measured symbols after the reception process.

Figure 4(b) shows the quality of the wireless services in the downlink direction; degradation of the two channels QPSK separated 10 MHz was measured showing that an EVM power margin of 17 dB is feasible. The power margin is defined as the difference between the maximum and minimum received RF power that fulfils the EVM limit value. In particular, for the 3rd Generation Partnership Project [3GPP] Universal Mobile Telecommunications System (UMTS) and Long Term Evolution (LTE) using QPSK modulation, the EVM limit is 17.5% [13], this limit can be seen in Figure 4(b). In the uplink direction, an EVM power margin for the same limit value results in an EVM margin of 14dB as observed in Figure 4(c). Please note that the limit of 17.5% is defined to be the maximum EVM measured at the end of the air link, therefore a lower limit value of this parameter should be targeted at the output of the RoF system as the signals still have to propagate through the air link. This proposal considers an EVM limit of 8%, by doing so the power margin is 8.5dB. It should be noticed that in the downlink direction, an EVM margin threshold lower than 17.5% is not considered because the signal measurement is performed after radio transmission. The optimum received RF power is -24dBm for EVM of 4.5% in the downlink and -16dBm for 3.5% in the uplink. While at low received powers the EVM is degrading due to the reduction of the signal to noise ratio, at powers higher than -18 dBm the penalty is due to the cross talk from the adjacent channel in the filtering process at the ONUs. Also note that the received powers for the downlink and uplink were different. This is caused by the transmission method used at both transmitters, while external modulation was used in the downlink, the uplink was based on direct modulation of the laser as seen in Figure 2. This fact results in penalties for the uplink signals so that additional 6 dB are needed over this link to reach a performance similar to the downlink.

Figure 3 Experimental results. Scenarios of dynamic wavelength allocation (a) $\lambda_3$ to PON 1. (b) $\lambda_4$ to PON 2. (c) $\lambda_1$ to PON 3 and $\lambda_{RF}$ in all ONUs.
3.2. Modeling results

This section presents the performance of a WDM-TDM PON network in terms of adaptation to demanding data traffic requests. In this context, the benefit of upgrading the system capacity, i.e., broadcast additional wavelength channels contributing to extra-bandwidth in the network is evaluated by means of a teletraffic analysis performed in the environment of the Network Simulator (NS2). For the sake of the evaluation, a significant scenario has been configured in which a percentage of out-of-profile ONUs and the amount of traffic in excess requested by them were defined. For this purpose, 20% and 80% of out-of-profile ONUs were evaluated. An out-of-profile ONU means that the aggregated bandwidth (in excess) requested by the users belonging to that ONU is higher than the provided in the steady state. In this scenario the base bandwidth is 79 Mb/s per ONU, which means that 2.5 Gb/s were transmitted from the OLT and broadcasted to 32 users. Figure 5 shows the packet loss as a function of the traffic load for the base scenario, i.e., all the ONUs are in-profile.

The traffic load is defined as the ratio between the number of bits transmitted per time unit and the link data rate. The figure includes the results for a TDM-WDM operation featuring 20% and 80% of ONUs out-of-profile with an exceeding traffic of 40% above the steady state. As seen, for a traffic load of 1, when only one wavelength is used in the network and 20% of ONUs are out-of-profile, the packet loss percentage is around 5%, whereas for 80% of ONU out-of-profile the packet loss is roughly 26%. However, when an extra-wavelength with its associated bandwidth is used, the packet loss drops to 4.6% and 17.3% for 20% and 80% of ONUs out-of-profile respectively.

For medium and low traffic load values, the contribution of having extra wavelengths for 20% of ONUs out-of-profile is nearly negligible while more significant when the amount of ONUs misbehaving is higher, e.g., 80%.

The contribution of extra-wavelengths to the throughput for the above-described scenario is shown in Figure 6. In general, the throughput in all wavelengths behaves linearly for all the traffic loads except for the configuration with one wavelength, which at a high load (>0.8) due to the packet loss as seen in Figure 5, produces a reduction of the system throughput. In this context, the packet loss is caused by an overflow in the buffers used in the receiving side. For 2, 3 and 4 wavelengths, as the packet loss is reduced, the throughput is incremented reaching a net value of approximately 2.85 Gb/s for the case of three extra-wavelengths in a network with the 80% of ONUs out-of-profile and nearly 2.67 Gb/s for 20% of ONUs out-of-profile. It represents roughly a 6% and a 14% of additional bandwidth for 20% and 80% of

Figure 4 Experimental results. (a) Downlink BER. (b) Downlink EVM. (c) Uplink EVM

Figure 5 Packet loss as a function of the traffic load for 20% and 80% of ONUs out-of-profile featuring 40% of requested bandwidth in excess
ONUs out-of-profile respectively. This is a measure of how much bandwidth in excess the network is able to provide, in the event of high bandwidth requests from the ONUs. Note that the 80% of out-of-profile ONUs results in higher throughput as compared to the 20% case, this is because there are more ONUs requesting bandwidth, the throughput increases as the packet losses are not relevant; when packet losses become significant, then the throughput decreases as discussed above.

![Figure 6: Throughput as a function of the traffic load for 20% and 80% of ONUs out-of-profile featuring 40% of requested bandwidth in excess](image)

4. Conclusion

Key features of future access networks were defined, namely: capacity upgrade, convergence of wired and wireless transmission, and dynamic wavelength allocation. These key features are the basis of the WDM-TDM PON approach presented in this paper. The proposal supports the predicable evolution path of optical access networks by enabling the reuse of the current deployed fiber infrastructure. White capacity upgrade is accomplished by broadcasting several wavelengths within the PON, dynamic wavelength channel allocation is based on the selection on-demand of one of these broadcasted channels. Both features were demonstrated, however it should be pointed out that there is no practical optical filtering technology to perform fast selection today.

Combined wired and wireless transport was also demonstrated and performed by RoF techniques in both downlink and uplink directions. It was proven the capability of transporting and distributing simultaneously a multiplex of two radiofrequency subcarriers over a PON system with an optical budget of 33 dB. Considerations on the EVM limit based on the 3GPP recommendation were taken into account demonstrating that current and next generation PON infrastructures can be used as physical platforms to provide a backhaul infrastructure to fourth generation mobile systems (4G) and beyond. This fact constitutes the main use case of the proposed architecture, namely: an optical physical platform over which a telecommunications operator can distribute fixed and mobile services in the access segment. In the context of the implementation, the optical filtering was identified as the key element to enable the deployment of the future access networks since today there are no feasible photonic filters that perform neither fast wavelength selection nor selective filtering process. This fact opens the door to future works related to the design or optimization of current filtering technologies to fulfill the high demanding performance required by WDM-TDM networks conveying converged services.

This paper also presented simulations results that show how a distribution strategy on PON based on TDM-WDM results in an improvement of the network performance by reducing the packet loss and incrementing the throughput. This fact enables a better bandwidth usage.
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