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Abstract: The study of non-technical losses affecting energy trading companies has guided the researchers’ perspective on different techniques and tools that allow them to detect, and why not, to forecast such losses. In the search for a solution to the problem, the different researchers rely on variables that, in many cases, the same marketing companies, from their practical experience, have been considered as incidents in the identification of the problem. However, most of the studies carried out do not support their solutions with the fact that each trading company retains particular data in which both, technical and socio-economic characteristics recorded, are not necessarily shared in their databases. In this work, we follow up on some of the characteristics registered by two Colombian energy trading companies, which serve two different regions of the country in terms of topography and idiosyncrasy. In particular, attention is focused on two characteristics measured in both companies, which by their nature, will always be on the data of any energy trading company: Consumption in kWh, and the period, measured in months. For this purpose, Benford curves analysis, Multi-Dimensional Scaling (MDS), and hierarchical cluster will be implemented. Finally, it will be studied if the incidence of the variables visualized in the studies presented is reflected in the decision tree model.

Resumen: El estudio de las pérdidas no-técnicas que afectan a las empresas comercializadoras de energía ha orientado la mirada de los investigadores hacia diferentes técnicas y herramientas que les permitan detectar y pronosticar dichas pérdidas. En la búsqueda de una solución al problema los diferentes investigadores se apoyan en variables que, en muchos casos, las mismas empresas comercializadoras, desde su experiencia práctica han determinado como incidentes en la identificación del problema. Sin embargo, la mayor parte de los estudios realizados no antepone a sus soluciones el hecho de que cada empresa comercializadora registra en su conjunto de datos una serie de características, tanto técnicas como socioeconómicas, que no necesariamente comparten entre ellas. En este trabajo se hace seguimiento a algunas de las características registradas por dos empresas comercializadoras de energía colombianas, las cuales atienden dos regiones diferentes del país en cuanto a topografía, e idiosincrasia. De manera particular, se centra la atención en dos características medidas en ambas empresas, y que, por su naturaleza, siempre estarán en los datos de cualquier empresa comercializadora de energía, El Consumo en kWh, y el Período, medido en meses. Con este propósito se implementarán análisis de curvas Benford, escalamiento multidimensional MDS, y clúster jerárquico, para finalizar estudiando finalmente si la incidencia de las variables visualizada en los estudios planteados se refleja en el modelo de árboles de decisión.
1. Introduction

The loss of power is a serious problem that affects both the distribution companies and the transmission and marketing of energy. However, the economy of the trading companies is mainly affected by this fact, since in their distributions the networks suffer by technical losses as well as by non-technical losses, the two kinds of losses that affect an electrical system.

In general, in the electric sector, technical losses are understood to be caused by physical effects, for example the Joule effect, that is to say, by the physical properties of the components of the power system, as happens with the power dissipated in the transmission lines [1], and [2]. On the other hand, non-technical losses are those that are generated by the intervention of the electrical connection or of the electric meter [3-6], or when failures occur in operating systems that are not detected in a timely manner, as well as errors in meter readings and billing.

As the nature of the loss problems is different, they are commonly treated independently. Technical losses, due to a response to a physical phenomenon, can be predicted with a low error rate and can be reduced by improving facilities [1]. However, it does not occur with non-technical losses. The human nature of the problem, the economic conditions that are not easy to observe and control, and their variability make the detection of this type of loss not so immediate, a problem to solve [7].

In [8] a definition of fraud was presented, from which five features are associated with this phenomenon. Three of them clearly show the complexity of the problem. The first of these characteristics speaks of having a not very frequent phenomenon, which leads to the treatment of unbalanced data sets such as those studied by Glauner [3]. The second describes the phenomenon of fraud as a situation that is hidden in such a way that it is not very perceptible, and the third indicates that fraud techniques evolve over time, that is, we have a dynamic problem [8].

In general, for the trading company, both technical and non-technical losses are energy quantities that are being distributed and not being billed, affecting the company’s economy. Non-technical losses are an important variable in the impairment of the economy of a country, producing loss profits, stability in the power network and environmental damage [4].

The economic impact caused by energy losses, and in particular by non-technical losses, is reaching alarming figures in many countries around the globe. According to Glauner, estimates of losses can reach up to 40% of total electricity distributed in countries such as Brazil, India, Malaysia or Lebanon. In addition, this is a scourge that not only affects developing countries. Developed countries such as the United States or the United Kingdom present estimates of non-technical losses ranging from 1-6 million euros [4]. In India, losses in transmission and distribution systems were around 15% in the period 1966-67, and have increased gradually to 28.36% between 2011-2012 [9].

We could continue taking a more detailed look at non-technical loss rates in different parts of the world, such as those reported for the southern region of Jordan in the study by [10], where [6] and [11] seek to reduce these indices in the region using vector support machine models. However, this entire scenario leads to evidence of the need for energy distributors and marketers to make a timely and effective intervention of their losses. In particular, those related to cases of theft or systems failure because these are the ones most affecting their economy.

In Colombia, in addition to the economic losses, that represent non-technical losses for the trading company, these companies must assume the sanctions incurred by the Energy and Gas Regulatory Commission (CREG, acronym in Spanish) if they do not commit to this organization with a loss reduction plan [5]. It is expected that the company can reduce its energy losses to an efficient level, which will consist of technical losses and recognized non-technical losses (article 387 of the 2007 CREG). This takes us to the conclusion stated in the previous paragraph, of an imminent need to implement a loss detection plan, and in particular of the non-technical ones.

In general, it can be said that there are many and varied techniques that have been implemented around the world to detect, and even predict the non-technical losses of an energy company. However, as already mentioned, different factors that intervene in this class processes make this difficult. These factors constitute the characteristics of the problem, which are decisive when choosing and implementing a model to solve the problem.

Conventionally, energy companies store information from their users that goes beyond the monthly consumption kWh as for example, information related to technical aspects such as meter type or reading period. In addition, other aspects of the social type, such as the socioeconomic stratum, or of a personal nature such as address of the property, telephone, and more. All these elements are characteristics that relate to the user, and in a transversal way with their regular or irregular behavior.

Many papers found in the literature describe the implementation of possible solutions to the problem of non-technical losses. Some based on probabilistic models [12], spatial models [13], and others have been oriented from a more analytical or data mining perspective [4], [6] among others.

However, the purpose of this article is not to present a new solution to the problem. Rather the objective is to present a review of the cross-behavior of the characteristics included in the set of users for two energy trading companies. We identify in each one of the companies those characteristics that present a behavior, especially incident on the objective variable (hereinafter variable irregularity), as well as
its performance in the implementation of the models of decision trees and K-means.

2. Formulation of the problem

The search for a standard solution to the problem of non-technical losses in different energy trading companies has given us a new problem that would change the initial idea of a single solution. This problem appears with the simple exploration of the databases associated to each one of the companies under study. This first approach has shown that the characteristics that the company registers of a user: consumption, lighting value, period, among others; socioeconomic: stratum, address, telephone and more, are not necessarily the same from one trading company to another. In addition, the suspicion arises that the proximity between the characteristics, and between the characteristics and the target variable, of a trading company, does not necessarily remain in a second company.

An important exercise is to find the subset of characteristics associated with a specific trading company, which maximizes the accuracy of the classification model used, and compare them with those variables that maximize the accuracy of the same model in a second company. In this situation, clearly, the non-coincidence of the influence of the same subset of characteristic would show that the problem of detecting and forecasting non-technical losses has no standard solution, and beyond that, there could be evidence of the influence of socioeconomic variables on the target variable.

According to [14], the problem of determining the set of characteristics that optimizes the model results is an open problem. However, in this paper, a case study is sought to show that the best analytical solution to the problem of losses for a trading company is related to the incidence variables and that these can vary from company to company.

Since the purpose of the research is to identify the characteristics of the electric sector users, who incur in irregularities of some kind in their consumption, this report intends to identify the variables that are more closely related or have a higher correlation with the variable of interest (irregularity). With this objective, it is sought to perform a multidimensional scaling to the data set that allows visualizing in some way the dependence between the variables that have been considered, based on the frequency that they present. In addition, the k-means models and decision trees are implemented for each of the data sets under study.

In light of the problem, the behavior of consumption in both companies will be studied and compared by statistical analysis according to the variables of social stratification of users, and given the characteristics of the database two of them will be considered in this case. Also, the consumption behavior, according to the variable of geographic type “zone”, is always in relation to the objective variable.

A set of tools will be used to determine the variables incident on the response variable, so that a reduction of the dimension of each of the data sets can be achieved by implementing a multidimensional scaling, this forms a decrease in the estimated execution times of the models implemented. Additionally, some descriptive techniques are recommended to detect anomalous situations in a data set that enhances the selection of the mentioned characteristics. Finally, an implementation of decision trees and vector support machines is carried out, which allows us to determine the efficiency of the selection of the variables by means of a comparative analysis among the models obtained with the complete base and with the reduced set.

2.1. Nature of the data

In order to solve the problem, we have considered the databases of two Colombian companies, energy marketers, which serve two regions of the country that are culturally and topographically different. For this purpose, we will call them Company 1 and Company 2.

To get an idea of the sociocultural characteristics of the users of each of these companies, it will be said that Company 1 serves a region with a relatively homogeneous idiosyncrasy, and with an urban topography, which changes from municipality to municipality. However, it does not present abrupt jumps. Company 2, for its part, serves a more heterogeneous area, both cultural and geographical.

The data used are taken from the bases of the respective companies obtained from the complete set of each one of the companies, keeping the total number of users and keeping those variables of interest. Thus, for the two companies, there are three common characteristics: Consumption in kWh, which records the consumption in kWh per user in each period, the period or date in which the measurement is made, the account number; the socio-economic variable, and the objective variable, which in this case will be called Irregularity (Irreg). Each of the companies also has an extensive list of variables that complement their data, not all of them registered in the two companies, so for Company 2 we will see additional characteristics of its structure, such as zones, reading cycles, among others.

As non-technical losses are due to both fraud and infrastructure failures, the variable response has been called irregularity (Irreg) for the two case studies that have been carried out. It registers all users of the system that were visited by the company inspection group. It is a dichotomous variable that is marked with one or “True” if in the visited site a non-technical loss of any type was found, and with 0 or “False”, if no abnormality was found.

Finally, it is worth highlighting that the problem being solved is oriented to the detection of fraud, according to the fraud feature proposed by [8]. This is a low-frequency event, it is then that the two sets are unbalanced, with a greater proportion of regular users than irregular ones.
3. Techniques and models

The following lines describe the statistical techniques that were implemented with the objective of determining the dependence or proximity between the variables. A description is also given of the mining models that are implemented in the solution of the problem.

3.1. Multidimensional scaling - PROXCAL analysis

Multidimensional scaling, hereinafter called MDS, is a multivariate technique that allows us to represent the measures of similarity (or dissimilarity) between a set of objects or subjects or variables as distances between two points in a space of low dimension [15]. It is a tool that, besides allowing us to establish similarities between objects, also allows us the evaluation of the relation between the variables that are measured in a set of data [16].

Basically, what the MDS does, is to take the item similarities and assign them a location in a low-dimensional space (usually it is intended to be in two or three dimensions), and through a series of iterations, the best representation is sought to guarantee an optimal solution to the problem [17].

When an MDS study is advanced, it is important to keep in mind the following essential requirements in the development of a multidimensional scaling analysis:

- A set of numbers, called proximities or similarities, that expresses all or most combinations of similarity pairs within a group of objects.
- Provide an algorithm to carry out the analysis.

The procedure, in very general terms, follows some basic ideas in most scaling techniques. The starting point is a dissimilarity matrix \( \Delta \) among \( n \) objects \( p \)-dimensional in study, whose elements are given by \( \delta_{ij} \), which represents the dissimilarity of object \( i \) to object \( j \). The number of dimensions \( k \) is set, and proceed as follows:

- Let \( n \) objects be in an initial configuration with \( k \) coordinates each one. In other words, each object has the coordinates \((x_1, x_2, ..., x_k)\) that are in a space of dimension \( k \).
- Calculate distances \( d_{ij} \) between objects \( i \) and \( j \), depending on the measure chosen.
- Perform a regression of \( d_{ij} \) on \( \delta_{ij} \). This regression can be linear, polynomial, or monotonic. For example, if you consider linear, you have the model (1)

\[
\hat{d}_{ij} = \hat{a} + \hat{b}\delta_{ij} + \epsilon,
\]

and using the least squares method, we obtain the estimates of the coefficients \( a \) and \( b \), and from this can be obtained (2) what is generically known as a “disparity”

\[
\hat{d}_{ij} = \hat{a} + \hat{b}\delta_{ij}
\]

If a monotonous regression is assumed, there is not exact relation between \( d_{ij} \) and \( \delta_{ij} \) but it is simply assumed that if \( \delta_{ij} \) increases, then \( d_{ij} \) increases or remains constant.

A measure of similarity that is interesting for data of mix type, this our case, it has the characteristic of measuring the distance between both categorical and quantitative variables, is presented by Gower [17] and is given by (3):

\[
S_y = \frac{\sum_{r=1}^{p} w_{yr} S_{yr}}{\sum_{r=1}^{p} w_{yr}}
\]

where \( S_{yr} \) is the similarity between objects \( i \) and \( j \) under the \( r \)-th variable only, and \( \omega_{ijr} \), is unity if the \( i \)-th and \( j \)-th objects can be compared on the variable \( r \), and zero in other cases.

- The goodness of the fit between the distances of the configuration and the disparities derives from the definition of the so-called stress index (STRESS). The most commonly used stress criteria are:

\[
STRESS = \sqrt{\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (d_{ij} - \hat{d}_{ij})^2}{\sum_{i=1}^{n} \sum_{j=1}^{n} d_{ij}^2}}
\]

and,

\[
S - STRESS = \sqrt{\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (d_{ij} - \hat{d}_{ij})^2}{\sum_{i=1}^{n} \sum_{j=1}^{n} d_{ij}^4}}
\]

The disparities depend on the type of regression used in the third step of the procedure.

The STRESS, levels indicates the goodness of fit of multidimensional scaling model, can be interpreted as in Table 1:

<table>
<thead>
<tr>
<th>Size of STRESS</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>Poor</td>
</tr>
<tr>
<td>0.1</td>
<td>Regular</td>
</tr>
<tr>
<td>0.05</td>
<td>Good</td>
</tr>
<tr>
<td>0.025</td>
<td>Excelent</td>
</tr>
<tr>
<td>0.00</td>
<td>Perfect</td>
</tr>
</tbody>
</table>

- The coordinates \( x_1, x_2, ..., x_p \) of each object are changed slightly so that the adjustment measurement is reduced.
3.2. Decision trees

A decision tree is a model of prediction or classification whose main objective is the inductive learning from observations and logical constructions. In general, the models of classification and prediction of patterns capture the relationship existing among attributes variables \( x_1, x_2, ..., x_n \) with objective variables \( y_1, y_2, ..., y_q \). Consequently, we have that decision and regression trees are used to learn about classification and prediction patterns from the data, and to express the relationship among the variables \( x \) with a target variable \( y \), with \( y=f(x) \), expressed in the form of a tree. A decision tree is conceptually simple, user-friendly, computational speed, robustness in relation to missing data and outlier points, and mainly the interpretability of the rules generated [18], [19]. Depending on the nature of the target variable, a decision tree can be either classification or regression.

Graphically, a set of nodes, leaves and branches represent a tree. The head or root node is the attribute from which the classification process starts. The internal nodes correspond to each of the questions about the particular attribute of the problem. Each possible response to the questions asked is represented by a child node. The branches that come out of each of these nodes are labeled with the possible values of the attribute. The final nodes or leaf nodes correspond to a decision, which coincides with one of the levels of the target variable.

A tree starts by generating its root node, choosing a test attribute, and splitting the training set into two or more subsets. For each partition, a new node is generated and so on. When objects of more than one class of the target variable are present in a node, an internal node is generated. When it contains objects of a single class of the target variable, a leaf is formed which is assigned the label of the class. Decision trees provide readable rules, instructions of the form “If A, then B”. These rules allow descending through the tree from its root node until some leaf is reached; when a new object is given, this can be classified in one leaf of the tree, which has the appropriate level of the target variable.

Methods of selection of the partition

In order to find a decision tree with the minimum description length, one must know how to divide a node to achieve the objective. For a dataset, there are as many ways to split the root node as individual attribute variables. To decide which selection of the division to perform, we must consider the variable, which offers greater homogeneity in the resulting groups. A homogeneous data set is a set of data whose data records have the same target value. There are several measures to determine the homogeneity of the data, among them are Entropy and the Gini index.

### Entropy

Entropy is a measure of the homogeneity of the set that takes values in the interval \([0, \log c])\), with \(c\) the number of levels assumed by the target variable. It is originally introduced to measure the number of information bits needed to encode the data, and is defined as:

\[
\text{entropy}(D) = -\sum_{i=1}^{C} P_i \log_2 P_i
\]

Where: \(-0\log_2 0=0\) by definition [18], and \(\sum P_i = 1\).

- \(D\) denotes the given data set. When we are at the root node, \(D\) is the training data set
- \(C\) is the number of different levels of the target variable
- \(P_i\) is the probability that a data in the data set considered takes the \(i\)-th value of the target variable.

### Gini coefficient

Another index of the measure of the homogeneity of a data set is the “Gini index”, it is defined as follows:

\[
\text{gini}(D) = 1 - \sum_{i=1}^{C} (P_i)^2
\]

with \(P_i\) and \(D\) as described for the case of entropy.

Regardless of the homogeneity index chosen, it is understood that the smaller the homogeneity coefficient, the more heterogeneous the group will be.

3.3. Hierarchical cluster

Cluster analysis is a multivariate technique whose main objective is the search for a structure that allows grouping the data set according to its characteristics; That is, the purpose of cluster analysis is the assignment of a set of objects into groups called clusters, so that two objects in the same group are more like each other than two objects that are in different groups.

Within cluster analysis, two main approaches can be determined which frame the two different methods implemented, namely:

- Hierarchical Clustering
- Fuzzy Clustering

Hierarchical cluster begins with the calculation of the distance matrix between objects. In this methodology, the groups are formed in the form of agglomerates or by division process. The hierarchical method has the characteristic that locates strongly each of the units of study within a cluster, that is, by a bivalent logic, i.e., a unit of study is or is not within a cluster.
One of the measures that allows us to determine the best cluster model for a data set within a hierarchical cluster is the Coefficient variable. This coefficient is widely used to compare different methods, it is defined as the correlation between the elements of the upper part of the matrix of proximities or distances in front of the cophenetic matrix, with elements $C_{ij}$, which are defined as those that determine the proximity between the elements $i$ and $j$ when these are joined in the same cluster. The cophenetic coefficient gives a measure of how to choose which method gives the best results, so that the method with a higher coefficient will be the one with the least distortion in the original relationships in the elements.

### 3.4. Benford’s Law

Benford’s law is both a visual and numerical data exploration technique that is particularly interesting in fraud detection. It describes the frequency of occurrence (frequency distribution) of the first digit in many real-life data sets [19], and [8].

The use of this law has proven to be effective in identifying oddities in data. When comparing the expected distribution following Benford’s law with the observed distribution in a data set, strong deviations from the expected frequencies may indicate suspicious and possible manipulation on the data. Therefore, this law has been used for case selection in fraud detection.

The mathematical formula describing this law expresses the probability $P(d)$ of the leading digit $d$ to occur to be equal to

$$P(d) = \log_{10}\left(1 + \frac{1}{d}\right) \text{ with } d = 1, 2, ..., 9 \quad (8)$$

Benford’s law can be used as a screening tool for fraud detection, however, it is important to understand that Benford’s Law needs data, which is not entirely random or highly conditioned, but is something in between. The data can be of a great variety and are often the typical result of diverse processes, with many influences, as with most data extracted from natural, social, and economic phenomena.

### R and SPSS- Software to be used

For the development of this work, the R software libraries were used, and MDS was performed through the PROXCAL algorithm, that is implemented in the SPSS tool.

### 4. Principal results

The following results show the behavior of the comparative analysis between the variables of each of the companies, which are expected to allow groupings that lead to the reduction of the initial space dimension.

### 4.1. Study of Benford curves

As previously mentioned, the graph that derives from the implementation of Benford’s law is a very adequate tool to identify rare behavior of a characteristic, in relation to a target variable. [8], and [18] argue that although this is a tool that is not always practical in the case of fraud, this law reflects strange behaviors of a variable.

The graphs presented in Figure 1 and Figure 2 corresponds to the Benford’s law for the case of consumption in kWh for each of the companies under study and in relation to the variable irregularity. Note that while Figure 2 for Company 2 conforms satisfactorily to the behavior of the Benford’s curve, the frequency of the consumption digits for Company 1 is far from expected.

Applying Benford’s Law for Company 1, consumption reflects atypical frequencies for almost all digits and in virtually all cases. It emphasizes however the purple line, which is associated with the presence of fraud within the data. Note that digit four has a relatively frequency higher than that estimated by the law, while the total set and regular cases conform to the expected value. A similar case is found in digit seven, and the behavior of digits five and six on the other hand is lower than the expected frequency.
above the 30% expected frequency. However, the behavior of company two, for both regular (non-fraudulent) and irregular (fraudulent) users does not reflect a particularly atypical trend. The curve of company 1, on the other hand, reflects apparently adulterated data, since the extraneous frequencies are part of each of the classes considered.

Benford’s Law for the variable Period of each one of the companies under study is presented in Figure 3 and Figure 4. We can see again a strange behavior in the digits of Company 1, although it should be noted that the proportion of the digits of the variable Period for this company is preserved in all classes, with a strange behavior for the digit eight. The behavior of the digits of the variable Period (date of consumption) of Company 2, behaves the same in each of the classes. However, it can be seen in each of them a frequency much lower than the proportion of the digit.

From Figure 1, 2, 3, and 4 we have a first idea of the incidence that have both the variable consumption and the Period in the variable of irregularity, showing that it effectively depends on the company. This is the manifestation of the behavior of this variable.

It is also observed in the mentioned figures that the behavior of these two variables (consumption and period), in relation to the proportion per digit, in the same company, are significantly different. To observe the closeness between these two variables in each company, as well as the proximity they present with the other variables in the data, a multidimensional scaling was carried out through the correlation of the data. The PROXCAL algorithm was used, with which it is expected to observe the dissimilarity or similarity of the variables, and later also a cluster analysis will be applied to identify the most incident variable groups, in order to finally make a comparison of the results.

### 4.2. Study of MDS

For this study, there was a matrix that registers the value of each of the variables in all users and for each date, and since there are both quantitative and categorical variables, we used the PROXCAL algorithm developed in SPSS, which directly estimates the matrix of distances between the variables. Table 2 and Table 3 show the processing of the cases for each of the companies. It can be observed that the parameters were kept in the implementation of the algorithm for the data of both companies.

#### Table 2 Summary of processing of cases Company 1

<table>
<thead>
<tr>
<th>info</th>
<th>comments</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Sources</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Objects</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Proximities</td>
<td>Total Proximities</td>
<td>28&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Missing proximities</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Active proximities&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28</td>
</tr>
</tbody>
</table>

<sup>a</sup>The active proximities include nonmissing proximities.

<sup>b</sup>Sum of all strict lower triangular proximities.

#### Table 3 Summary of processing of cases Company 2

<table>
<thead>
<tr>
<th>info</th>
<th>comments</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Sources</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Objects</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Proximities</td>
<td>Total Proximities</td>
<td>28&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Missing proximities</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Active proximities&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28</td>
</tr>
</tbody>
</table>

<sup>a</sup>The active proximities include nonmissing proximities.

<sup>b</sup>Sum of all strict lower triangular proximities.

On the other hand, in Table 4 we can observe the proximity matrix between the characteristics in study for each of the companies. This matrix is constituted in the input for the algorithm PROXCAL that was implemented. From this matrix, we can have a first observation of the relationship between the variables. However, the strength of the technique lies in decreasing the dimensionality of the data to better visualize their relationship.
Note in the matrix of Company 1, the high value of the "Monthly Consumption" variable in relation to the other variables. A similar behavior is observed, although not so marked, with the simile variable "Period". This means that when graphing the low dimensions, it is expected that these variables are not very close to the remaining set of variables in this company, as shown in Table 4.

The behavior for Company 2 is not the same, in this case the characteristic that presents the greater distance with the rest of the set is "Period", or date of consumption. The energy consumption for this company is relatively close to the rest of the characteristic, as shown in Table 5.

In Table 6 and Table 7, we can observe the STRESS of the scaling for each one of the companies, as well as the dispersion explained in each one of the cases. It is important to remember here that in the previous section it was established that this value validates the goodness of the model, and this model improves as its STRESS value approaches zero. Therefore, conducting an inspection on the values obtained for the measures of the goodness of fit, it can be noted that a Normalized Raw Stress value of 0.009 is available for Company 1 and 0.00009 for the second company, with S-STRESS values of 0.017 and 0.0000 respectively for each company, respectively. It is concluded that the proximity model adjusted by the scaling is excellent in both cases, although a better adjustment, by its values, is highlighted for company two. In this table, it is also possible to observe that the dispersion explained by the models is 99.05% for Company 1 and 99.99% for the second company.
The two-dimensional coordinates for each of the variables are presented in Table 4. Note in this table, for Company 1, that the only variables found in the fourth quadrant are the two irregularity variables. However, it is observed in Figures 5 and 6, where the two-dimensional representation of the variables is shown, that with the exception of the monthly consumption, the other variables are quite close to the irregular variable, which constitutes the variable of interest in this study.

However, in the behavior of the variables of the second company, it can be observed that the most distant of the group, the most dissimilar, is the date of consumption (see Figures 5 and 6). It is also noted that for this company, consumption is closer to the variable of interest (Irregu), and in general, closer to the remaining group of the characteristics in the analysis. Once again, it has been observed that the behavior of these two variables (Consumption and Period) in the two companies being studied is not the same. Specifically, it can be observed in Figures 5 and 6 that its behavior is opposite in relation to the target variable.

A special behavior of the coordinates for Company 2, see Tables 8 and 9, where the only variables for this company, which show different coordinates from the coordinates of the target variable, are consumption and Period.

Note also that the difference in coordinates for dimension one is characterized by the Period (consumption date), while for dimension two, the difference is not as marked as the previous one and is caused by the Consumption variable. In general, it can be seen that for this company the difference in the first dimension marks the variable Period (date of consumption), and in the second dimension is determined by consumption.

**Table 6 Measure of goodness and Stress, Company 1**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized raw Stress</td>
<td>0.00950</td>
</tr>
<tr>
<td>Stress-I</td>
<td>0.09747(^a)</td>
</tr>
<tr>
<td>Stress-II</td>
<td>0.13967(^a)</td>
</tr>
<tr>
<td>S-Stress</td>
<td>0.01702(^b)</td>
</tr>
<tr>
<td>Dispersion Accounted For (D.A.F)</td>
<td>0.99050</td>
</tr>
<tr>
<td>Tucker’s coefficient of congruence</td>
<td>0.99524</td>
</tr>
</tbody>
</table>

PROXSCAL minimize the normalized raw Stress
\(^a\)Factor for optimal scaling = 1,010.
\(^b\)Factor for optimal scaling = 1,012.

**Table 7 Measure of goodness and Stress, Company 2**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized raw Stress</td>
<td>0.00009</td>
</tr>
<tr>
<td>Stress-I</td>
<td>0.00946(^a)</td>
</tr>
<tr>
<td>Stress-II</td>
<td>0.01060(^a)</td>
</tr>
<tr>
<td>S-Stress</td>
<td>0.00000(^a)</td>
</tr>
<tr>
<td>Dispersion Accounted For (D.A.F)</td>
<td>.99991</td>
</tr>
<tr>
<td>Tucker’s coefficient of congruence</td>
<td>.99996</td>
</tr>
</tbody>
</table>

PROXSCAL minimize the normalized raw Stress
\(^a\)Factor for optimum scaling = 1,000.

**Figure 5 Common space object points Company 1**

**Figure 6 Common space object points Company 2**
Table 9 First two coordinates Company 2

<table>
<thead>
<tr>
<th>variable</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Consumptiondate</td>
<td>-.370</td>
</tr>
<tr>
<td>ConsumptionKWh</td>
<td>1.644</td>
</tr>
<tr>
<td>Cicle</td>
<td>-.301</td>
</tr>
<tr>
<td>Countnumber</td>
<td>-.125</td>
</tr>
<tr>
<td>Anomalitycode</td>
<td>-.090</td>
</tr>
<tr>
<td>Stratum</td>
<td>-.338</td>
</tr>
<tr>
<td>Readingzone</td>
<td></td>
</tr>
<tr>
<td>Readingcicle</td>
<td>-.255</td>
</tr>
<tr>
<td>FlagUrban</td>
<td>-.166</td>
</tr>
</tbody>
</table>

For the case of Company 1, it should be noted that based on the first dimension we have that, except for the monthly consumption, the other variables are quite related to the variable of interest. As mentioned before, the opposite happens in Company 2. In relation to the second dimension, we can observe a subtle distance between the variables, but we could speak of a group of variables that are quite related to the variable of interest, these variables are: Stratum, Type of Customer, Regulated, and Location.

4.3. Hierarchical cluster analysis

Continuing the purpose of the article, to identify the characteristics incident on the target variable and its behavior in relation to it, we propose now a hierarchical clustering analysis that allows visualizing its behavior.

Due to computational difficulties, dendrograms were constructed using the SPSS tool for Company 1, and R for company 2, in both cases the nearest neighbor method was used. The graphs are shown respectively in Figures 7 and 8.

Finally, it should be noted that the results obtained from this analysis for Company 1, are not showing a very satisfactory result, since from any grouping that is wanted to form, the two variables that contain the information of interest were isolated from the rest of variables, as can be observed in Figure 7.

The dendrogram of Company 2, presented in Figure 8, shows a main classification formed by two groups. From this perspective, it can be observed that the variables of interest (Consumption and Period (Consumption Date)), are in the same cluster. In fact, the distance observed between these variables in the previous analyze, is not clearly evident in the dendrogram.

An analysis of the dendrogram for company 2 let us see the closest feature to the target variable is the reading zone, followed by the reading code. It is important to highlight that for this company the zone where reading is donned, is a geographic variable. This allows estimating a georeferenced relationship of the problem, which was not visualized for the Company 1.

5. Implementation of the decision tree model

To finalize the follow-up of the variables Consumption and Period in the two companies, the decision tree constructed with the data of each one of the companies is presented in Figure 9.
For Company 1, it is found that both the Consumption and Period (Month) characteristics appear as incidents to estimate the irregular variable, despite the behavior that was found between them. However, this behavior allows us to think of the hypothesis that, given the panorama of the variables Consumption and Period in the previous analysis, it suggests that both variables should have incidence in the presence of irregularities. It is important to remember that the curves of Benford’s law, that for this company; in the two variables were found infrequent behaviors, which led us to think that data was altered.

On the other hand, surprisingly, the decision tree of Company 2 did not include the characteristic Consumption as an incident in the determination or identification of irregularities. However, the Period (Date of consumption) is incident in the determination of irregularities. It can be noticed in the Reading Zone characteristic, that the cluster related to the response was not determinant for this model either.

As validation of the models presented in Figures 9 and 10, the ROC curve (see Figures 11 and 12) is presented for the tree of each of the companies. These graphs allow us to evaluate the proportion of false positives and true positives that classifies the model. This also allows us to conclude that the model presented for Company 1, with an area under the curve of 0.91, is ranking better than that determined for Company 2, which has an area under the curve of 0.71.
6. Conclusions

The results found in this analysis show a strange behavior of the variables consumption and periods in the Company 1, reflecting, for this company, that the consumption of the irregular users has a strange behavior in relation to both the Benford curve, as to the class of the regulars. This shows the alterations of this consumption. On the other hand, neither the consumption nor the period of Company 2 presents a special behavior. This behavior is particularly special in the decision tree model, since a better classification of the irregular users was found for the case of Company 1 than for Company 2.

It is important to emphasize in these conclusions that the behavior of the input characteristics in the study of an analytical model does not necessarily affect the objective variable in the same way. Additionally, the behavior of these variables within the input characteristics space is not necessarily the same for different energy trading companies. Consequently, it may be thought that the solution to the problem of non-technical losses has no unique solution.
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